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• About RTU HPC centre

• What is HPC and why do we need it

• HPC in the World and Europe

• Efforts to support industry
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RTU HPC centre provides

• access to modern computing infrastructure 
(supercomputer, data storage)

• link to European e-infrastructures

• modelling and simulation services

• scientific software license management

• technical support and training

• Open to cooperation with industry
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RTU HPC Centre

FP6 and FP7 project Balticgrid

RTU IT department

2015

Timeline
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5 nodes x  1 single core CPU

2018

+496 CPU cores
+ 8 GPUs
1.5 TB RAM
+ 106 Tflops

+384 CPU cores
+ 8 GPUs
238 TB storage
+ 27 Tflops+312 CPU cores

+ 6 GPUs
+ 6 Tflops



Why do we need HPC?

• For scientific and technical computing

• When PC resources insufficient
• Time consuming tasks

• High memory requirements

• Big Data
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The main HPC application areas at RTU

• Development of deep learning (neural network) algorithms

• Monte-Carlo simulations in statistical physics

• CFD simulations

• Analyses of whole genome data

• Computational chemistry

• Photogrammetric processing of digital images

• Solving of complex electrodynamic problems

• Simulation of communication networks
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What is supercomputer?

Shared-memory system, mainframe, 
MPP, SMP…

Computing cluster
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Shared-memory system, mainframe, 
MPP, SMP…

Computing cluster

What is supercomputer?



The most powerful supercomputers

Performance of modern processor ≈ 400 Gflops = 4 ∙ 1011 flops
Nr.1 supercomputer (06.2018) ≈ 122 Pflops = 122 ∙ 1018 flops
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EuroHPC Declaration

• European initiative to coordinate efforts in HPC
• procure and deploy two pre-exascale machines (1st phase)

• make it available to public and private users

• support development of next generation (exascale) HPC 
technologies in Europe

• build world-class European HPC and data infrastructure 
ecosystem

• 22 country have joined EuroHPC Joint Undertaking

• Budget: 1b Euro

Latvia joined on 17 July 2018! 11



EuroHPC workgroup on SMEs 

• SMEs are a focus group of the EuroHPC JU
• increase the innovation potential of SMEs

• provide SMEs with access to best HPC infrastructures and services

• Access time (of supercomputer) for commercial use
• up to 20%

• based on market prices

• Categorisation of SMEs with a focus on HPC users
1. SMEs making use of HPC systems and services

2. SMEs not making use of HPC systems and services
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EuroHPC workgroup on SMEs (cont.)
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Example at RTU: Modelling & simulation as a service

• Computational fluid dynamics (CFD): one of the 
most time consuming computing problems

• CFD experts group
• scientists working at university
• multidisciplinary: chemistry, mechanics, construction
• good expertise in HPC

• What do we offer
• create a simulation model from 2D/3D drawing
• run parallel simulations on supercomputer
• analyse and interpret the results

• Targeting innovative industries (SMEs, start-ups) 
wanting to improve R&D process

Airflow analyses of LVRTC Television Tower14



Thank you!
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• Contacts
• RTU HPC centre
• Azenes str. 12, room 409.
• www: http://hpc.rtu.lv
• e-mail: hpc@rtu.lv

lauris.cikovskis@rtu.lv

http://hpc.rtu.lv/
mailto:hpc@rtu.lv
mailto:lauris.cikovskis@rtu.lv

